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Abstract— Vehicular ad hoc networks (VANET) have recently Data dissemination techniques should address these unique
received considerable attention. To support VANET based apli- characteristics of VANET.
cations, it is important to disseminate data from an informéion Recently, researchers start to address data dissemination

source (data center) to many vehicles on the road. Although . in VANET. Xuet al tunistic di
disseminating data from a server to a large number of clienthas ISSUES In - AUEL al. proposes an opportunistic dissem-

been studied in the database community and the network com- ination scheme [11] similar to gossip [12], [13], [14]. Inigh
munity, many unique characteristics of VANET bring out new approach, the data center periodically broadcasts sonse dat

research challenges. In this paper, we propose a data pourirand  which will be received and stored by the passing by vehicles.
buffering paradigm to address the data dissemination probém in  \nhenever two vehicles move into the transmission range of

VANET. In Data Pouring (DP), data are periodically broadcaged )
to vehicles on the road. In DP-IB, data poured from the source each other, they exchange data. This scheme does not rely

are buffered and rebroadcasted at the intersections. We prdde 0N any infrastructure, and hence suitable for highly dymami
analytical models to explore the dissemination capacity othe VANETS. However, after a data item has been propagated into

proposed schemes. The analytical models also provide guliees  the network, it is hard to remove the outdated information
on choosing the system parameters to maximize the dissemtian timely, especially when it is frequently updated. In adfitj

capacity under different delivery ratio requirements. Simulation th f fth tunistic di inati hi
results show that the proposed DP-IB scheme can significamtl € periormance or the opportunistic dissemination schisme

improve the data delivery ratio and reduce the network traffic. ~POOr in areas with high vehicle density due to MAC layer
collisions [15]. This can easily lead to severe congestinth a

significantly reduce the data delivery ratio. To mitigate th
I. INTRODUCTION excessive transmissions and congestion, Korketaal. [16]
propose a link layer broadcast protocol to help disseminate

Vehicular ad hoc networks (VANET) have been envisioneatie data. The protocol relies on link layer acknowledge mech
to provide increased convenience and efficiency to drivars anisms to improve the reliability of the multi-hop broadcas
the road [1], [2], [3]. For example, an alert message on traffMore specifically, only one vehicle is used to forward and
accident or traffic jam can be propagated tens of miles aloagknowledge the broadcast packet to reduce the broadcast
the road to help drivers select a better route. Departmeregst storm problem. However, in case of network congestion,
can disseminate sale advertisements to vehicles withinitic the link layer solution is not enough. Further, since many
to attract consumers as well as providing dining and parkingformation sources may exist in a given urban area, the
information. amount of broadcasted data from these sources can easily

Through these applications, we can see that VANET is veepnsume the limited bandwidth. Thus, it is important to gtud
useful for disseminating data from an information sourcgdd the maximum amount of data that can be disseminated in a
center) to many vehicles on the road. Although dissemigatigiven area (i.e.the dissemination capacity
data from a server to a large number of clients has been studieln this paper, we propose a data pouring and buffer-
in the database community and the network community [4hg paradigm to address the data dissemination problem in
[5], many unique characteristics of VANET bring out new/ANET. The proposed solution can reliably disseminate the
research challenges. First, due to fast vehicle movemieat, tata, efficiently utilize the limited bandwidth and maximiz
link topology changes rapidly [6], [7], [8]. As a result, man the dissemination capacity. In Data Pouring (DP), data are
well studied structures for efficient data disseminatiarchs periodically broadcasted to the vehicles on the road. Aa dat
as tree, clustering, grid, are extremely hard to set up aatk poured along the roads, they are delivered not only to the
maintain. Second, the conventional broadcast mechanism ¥ehicles on these roads, but also to vehicles on the intimgec
data dissemination may lead to broadcast storm [9] becawsads when they move across the intersections. To further
the network node density is usually quite high in the urbdmprove the performance, we propose an improved DP scheme
area, and extremely dense during rush hours or traffic janalled DP with Intersection Buffering (DP-IBWwhich tries to
Third, the vehicle mobility is partially predictable sinée reduce the amount of data poured from the source by buffering
is limited by the traffic pattern and the road layout [10]Jand rebroadcasting data at the intersection.
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Periodically pouring data on the road is necessary sinbeacons, a vehicle can adjust its beacon interval based on it
vehicles receiving the data may move away quickly andoving velocity, e.g. two beacons per second when moving
vehicles coming later still need the data. With DP, the dega aover 40 miles/hour, while one beacon every 10 seconds when
consistently available for vehicles crossing the dissatiom moving below 5 miles/hour. Techniques to achieve this can be
area. In case there are large amount of data from many infound in [18], [19].
mation sources to disseminate, it is important to increhse t
amount of data that can be disseminated on a given road. ThgS,patg Pouring (DP)
we provide analytical models to explore the dissemination
capacity of the proposed schemes. The analytical modeds aé%
provide guidelines on choosing the system parameters te max . '
imize the dissemination capacity under different delivextyo 1) The Basic ldea:The DP scheme makes use of the

requirements. Extensive simulations are provided and tu;eof; ir(iljtl_ly|nz;:ggtﬁrlgpr\;?dﬂz (rjr;('zg"tlhtyrollljrgrl;[gSt ?hye t:stv\:gﬁ(d i

evaluate the proposed methodology. Simulation resultsvsh .
- . roadcasts the data to one or several roads, cakéiroads
that the proposed DP-IB scheme can significantly improve t E-Roads.) The A-Roads are selected from those main roads

data delivery ratio and reduce the network traffic. . )
The rest )c/)f this paper is organized as follows. Section going through the data center and they normally have higher

describes the data pouring and buffering schemes. Secttion\(;Fh'Cle traffic density than other roads. The DP scheme also

. - elivers data to vehicles moving on the roads that intersect
presents an analytical model to optimize the system pasmet

of our data pouring schemes. Performance evaluations évr'éh the A-Road, callegtrossing roads (C-Roadshiowever, it

N . ; oes not proactively push data to the C-Roads. Since vehicle
presented in Section IV. Section VI concludes the paper. on the C-Roads moving towards the A-Roads will eventually

reach a point intersecting with A-Roads, they will get théada
_ . . . Therefore, the D-Zone of a data item only includes the A-Road
In this section, we first describe our system model, and th@mere this data item is propagated to. Figure 1 shows the basi

In this section, we first introduce the basic idea of the DP
heme and then propose solutions to make it more reliable.

II. DATA POURING AND BUFFERING ON THEROAD

present the data pouring and buffering schemes. idea of the DP scheme. Both data centétsind(Q, select the
horizontal road A-1 as the A-Road, and the vertical ro@ek
A. The System Model andC-2 as the C-Roads. The data are broadcasted along Road

VANET can be used to disseminate traffic accident or trafﬁ?‘:'l' Figure 1 only shows the data broadcasted from the data

jam to help drivers select better routes. It can also be usedCFnterP; the circles represent its broadcast coverage, which
: . : ; only covers Roadh\-1. Vehicles on Road€-1 andC-2 receive
disseminate sale advertisements to attract customerswayne . :
of achieving this goal is to have a data center disseminatLPee data when they go through the intersections.
the data. The data center can be a computer with a wirele~~
interface, a wireless access point, or an infostation [A7]. ; %
'@
V. g 'C—Z_A;.,__Data Center Q

data center may have a list of data items to dissemina
referred to as thalissemination data set (D-Sefyhe data
center periodically broadcasts the D-Set so that each tata i
is broadcasted once in each cycle. The disseminated data
relayed by moving vehicles and poured to the desired aree
The data delivery information such as source id, sour
location, packet generation time, propagation directiod a
etc, is specified by the data center and placed in the pac
header. The disseminated data are often spatial or/andtainp
sensitive. For example, the traffic jam at downtown is na@liik Fig. 1. Directional Broadcast
to be the interest of drivers thirty miles away, and will also
less helpful two hours later. Thus, a data item is attached wi In the DP scheme, the data center specifies the road to
two more attributes: thelissemination zone (D-Zon&hich propagate data based on D-Zone, and adds this information
is defined as a rectangle area and éxiration timewhich to the packet header. Then it designates a passing by vehicle
specifies the duration when the data item is valid. Vehiclés broadcast the data (for example, vehi¢len Figure 1). To
outside of this D-Zone will discard the data to save bandwidtpropagate the data to the desired road, the data item needs to
We assume vehicles communicate with each other abd consecutively broadcasted along the road by other &=hicl
with the data center through short range wireless chanmseich ass - b - ¢ —d — e — f — g — h in Figure 1.
(100m-250m). A vehicle knows its location by triangulatiomo deal with the broadcast storm problem [9], each desighate
or through GPS device, which is already popular in nelroadcasting vehicle selects one vehicle that is fartheryaw
cars and will be common in the future. Vehicles use periodis the data propagation direction from its neighbor listdan
beacon messages to report their moving velocity, direcith designates the selected neighbor as the next broadcast node
location, so each vehicle (including the data center) can d® adding it to the packet header. After receiving the dé&=, t
the information about their one-hop neighbors, and constiu designated vehicle (the forwarder) rebroadcasts the diata.
neighbor list. To avoid overloading the channel with too garthis way, the data are poured to vehicles on the A-Roads. A
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forwarder delivers the data to all potential receivers imith disseminated data sooner or later. However, vehicles on the
its one hop range, and designates one vehicle as the n@xtoad can only get the broadcasted data during a short time
forwarder to broadcast the data father along the propawatjmeriod; i.e., when they go cross the intersection. Duririg th
direction. time period ¢;), the vehicle should stay inside the wireless
Data invalidation [20] in the DP scheme is simple, becauseverage centered at the intersection. Thuss decided by
vehicles do not cache the data. If the disseminated data #Hre wireless coverage and the vehicle moving speed. A \vehicl
updated, the data center broadcasts the updated versidn, rmay miss the data if the broadcast cycle is longer than
vehicles will get the updated data. Although reducing the broadcast cycle time can solve this
2) Reliable DP: The broadcasted data may be lost dugroblem, it reduces the dissemination capacity and inemeas
to interference, packet collisions and hidden node problethe network traffic. The second constraint is the bandwidth
To ensure vehicles receiving the disseminated data, wshidimit. Given a data broadcast cycle time, only limited ambun
use RTS/CTS handshakes to reduce collisions and hidd#ndata can be broadcasted within one cycle. Disseminating
node problem. To make the broadcast more reliable, afghta over this limit will cause collisions and data loss. As a
the broadcasting, the sender holds the data packet foreault, thedissemination capacity (DQyithin the given D-
short period of time in case retransmissions are needed. Tae is equal to the maximum number of data items that can
rebroadcast from the next forwarder is used as an implitie broadcasted to the D-Zone in one cycle, which is given by
acknowledge to the previous forwarder. If the sender doés rigquation 1.
hear the rebroadcast from the next forwarder within a pre-
specified time period, it selects another neighbor as thé nex DC = SxT 1)
forwarder and rebroadcasts the data. Davg

When the sender is waiting for the rebroadcast by the neghere § denotes the throughput achievable by multi-hop
forwarder, it may receive some other broadcasted data #swaproadcast in the D-Zond; denotes the broadcast cycle time,
the same direction. In this case, the sender has to buffer H}ﬁjDavg denotes the average data size.
data until the pending acknowledgement has been receiVe(Equation 1 clearly shows two key factors that limit the
from the next forwarder. There are two reasons for blockingssemination capacity of the DP scheme. First, the DP sehem
the packet forwarding. First, if the selected next forwa®es (educes the broadcast throughput since many control messag
not broadcast within a given period of time, it may indicatgre used to improve the data delivery ratio. Second, in angive
that there is an error on the selected next forwarder; é1g., .zone, the location which requires the shortest broadcast
sender has selected an incorrect next forwarder or thetedleq;yde time determines the overall broadcast cycle for thizeen
forwarder is no longer within the transmission range. Thigissemination zone. However, vehicles moving on other part
may happen if the neighbor list is outdated or the sender Misrthe road may not need such frequent broadcast, and vehicle
estimate the position of the selected forwarder. As a r;eiiultmoving along the A-Road indeed need much lower broadcast
should choose a different forwarder. Second, even if the N@¥equency. Thus, a large amount of bandwidth is wasted in

forwarder is correct, it may not be able to rebroadcast whgfle DP scheme. These drawbacks motivate our design of the
the broadcasting load is too high. Adding more traffic ma|iowing scheme.

create congestion and result in more packet loss.
The reliable DP scheme can improve the data deliver ) ) ] )
ratio even if data are disseminated many hops away frdm Data Pouring with Intersection Buffering (DP-IB)
the data center. However, it complicates the transmissitim w The DP-IB scheme follows the basic idea of the DP scheme,
more control messages and backoff procedures, reducing Wieere the data are poured on theRoad and vehicles on the
broadcast throughput. For example, when large amount af d&t-Roads get data when crossing the intersections. Instead o
are poured from many data centers independently, the de¢eeping the data on the A-Road, DP-IB only keeps the data
collision probability is very high. The reliable transm@s at the intersections of the A-Road.
mechanisms will be frequently used, and lots of bandwidth DP-IB relies on a simple device calleelay and broadcast
will be wasted by backoff timers, control messages, arsfation (IBer)to improve the dissemination capacity. IBer can
RTS/CTS handshake. This will affect the dissemination che the popular roadside units [21], [22] widely used in many
pacity. VANETS, or a simple computing device with small amount
3) Dissemination CapacityOne desired goal of data dis-of memory and a wireless card (e.g. 802.11b). These stand
semination is to maximize the dissemination capacity whikone IBers can be easily installed at the intersectioncesin
ensuring a good data delivery ratio. Simply increasing the Ehey are not required to connect to the wired network, the
Set size is not an effective way to increase the dissemimatideployment cost is low. The IBer is used to buffer data copies
capacity since most data may not be successfully deliveredaind rebroadcast them periodically. As a result, the dattecen
vehicles if the D-Set size is too large. does not need to ensure delivering data to the end userathste
Data delivery is subject to two constraints. The first cont only transmits data to those IBers on the A-Road. In other
straint is thedata broadcast cyclei.e. the time interval words, the data center does not have to frequently broadcast
between broadcasting the same data item on an axial roddta to guarantee that the vehicles from C-Roads receive the
To deliver data to moving vehicles, the data are periodicaltlata. The IBers ensure that vehicles passing the intepsecti
broadcasted. If a vehicle is on the A-Road, it will receive thcan still get the data, although the frequency required tr po
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data from the data center is significantly reduced. Furthehould stop broadcasting before the end of the cycle, ané lea
the IBers can adapt different broadcast cycle time at differ some time for the idle period. Equation 2 is used to determine
intersection, i.e., longer cycle for slow moving traffic, ileh the length of the busy period.

shorter cycle for fast moving traffic. Two issues still need m T
n X Davg Zi:l T, X Davg

further investigation: Leost = 2)
1) How to reliably upload the data from the data center to Biper Br-pp
the IBers and then deliver to the end users? In Equation 2 is the number of buffered data item,,,, is
2) How to choose different broadcast cycle time for diffefthe average data size; is the number of data centers which
ent parts of the road? have stored data at the IBer, and the IBer receives the data
Next, we address the first problem and leave the secondptacket from theith data center every; time interval; Brz.,
Section Il and Bg_pp represent the measured broadcast throughput of

1) Intersection data buffering and rebroadcastingthe the IBer and the Reliable DP scheme respectivélyis the
data center in DP-IB pours data on the A-Road using tkgtual broadcast cycle of the IBer. The IBer can obtain all
reliable DP scheme. When data are forwarded through i above information locallyL.; estimates the time needed
intersections, the IBers overhear the data and updatedWweir to finish broadcasting all the buffered data, and the time to
buffers accordingly, i.e., insert new data item, updatst&d overhear all the new data packet generated in a broadcdst cyc
data to a new version, or remove the invalid data. The IBgr [, is smaller thari, the IBer can finish broadcasting all
will broadcast the updated data in the next broadcast cydige buffered data, and then send fheer_Idie message. The
Since the IBer uses a single hop broadcast to deliver datarégt of the broadcast cycle still allows the IBer to overhear
vehicles, the data broadcast throughput is high. all the new data. Wherl.; is larger thanT, the IBer is

One problem may arise when a new data item from thgly givenaT in a cycle to broadcast data before sending out
data center is transmitted to the intersection, while ther B the 1 Ber_Idle message, where is a system parameter, and
in the middle of broadcasting its buffered data. It is pdssibjt js much smaller than 1. In the rest of the broadcast cycle
that the transmission of the new data item collides with the — o)T, the IBer enters the idle period.

IBer broadcast, and the IBer cannot receive the new data.z) Data Update and InvalidationWhen new data items
Our solution is to have the IBer and the forwarding nodege added or old data items are updated at the data center,
alternatively obtain the channel to broadcast. More sgeti§i the data center immediately broadcasts the new data or the
the IBer broadcast cycle is divided into two periods: in th&tfi jnvalidation message using the reliable DP scheme. The data
period (calledbusy period, the IBer broadcasts its bufferedcenter may occasionally rebroadcast the data that have been
data while the forwarding nodes temporarily hold their datg@isseminated, in case the IBer fails to obtain the data.eSinc
In the second period (thielle period), the forwarding nodes || copies of the disseminated data are only buffered at the
forward pending packets, while the IBer stops broadcastifigtersections along the A-Road, one invalidation message s
and only listens to the channel for passing-by data packets.ajong the A-Road will be able to remove the invalid copies.
this way, the IBer releases the channel for a period of time in 3) Data Dissemination CapacityThe dissemination capac-
every broadcast cycle so that new data items can be receiygflof DP-IB is limited by the broadcast cycles of the IBers.
Intersection contention avoidance protocol: All vehicles Compared with the DP scheme, the number of control mes-
switch between two modesictive and inactive forwarding  sages in DP-IB is significantly reduced, and hence can speed
mode. They stay in the active forwarding mode most of timgy, the data transmission. Although an idle period is added
and only switch to inactive when they are inside an IBgp the broadcast cycle, it only takes a small portion of the
broadcast range and the IBer is in the busy period at the saggadcast cycle time, while the majority of the broadcastey
time. When the vehicle is in the active forwarding mode, §me is spent on data broadcast. Thus, it has better bartdwidt
forwards data using the reliable DP scheme. It switches {@jization than DP, where each data packet transmission ma
inactive immediately after receiving a broadcast data eacknyolve many control messages and extra backoff times. As
from an IBer. In the inactive forwarding mode, the vehiclg result, the throughput of data broadcast in DP-IB is much

stops forwarding data until it goes back to active. higher than DP, and the dissemination capacity is higher.
The IBer broadcasts ahBer_Idle message when its busy

period ends. All vehicles receiving this message switch to
active forwarding and start to forward any pending data. A
vehicle in the inactive forwarding mode may fail to receive
the I Ber_Idle message due to message loss, or it may moveln this section, we use an analytical model to determine
out of the IBer broadcast range when the busy period entlse broadcast cycle time at the intersection, denoted’;as
Thus, the inactive forwarding mode is set asddt stateand 7; is used to determine the dissemination capacity and the
the vehicle switches back to active if it does not receive amglivery ratio of the DP scheme and the DP-IB scheffie.
broadcast packet from the IBer for a time period. is also closely related to the time for a vehicle going thioug
Determining the busy/idle period: If an IBer does not buffer the intersection region, denoted#@sIntuitively, T; should be

too much data, it can simply send &Rer_Idle message after less than the minimumy; of all vehicles moving through the
broadcasting all its buffered data. However, if the amount itersection region to guarantee that all vehicles pasieg
data buffered exceeds the data dissemination capacitiBéne intersection can receive the broadcasted data. If dissgimgn

IIl. ANALYZING AND DETERMINING THE BROADCAST
CYCLE TIME
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more data becomes the main objective, we can improve thiely need to slow down to maintain a safe distance with the
dissemination capacity by increasifigg This is at the cost of vehicles ahead of them.
reducing the data delivery ratio, since some vehicles ngvin

across the intersection may miss part of the data. To derive rg - tr
T;, we first model the intersection delay. ¢ Fge—ifiy
& ¢ | |
A. Modeling the Intersection Delay 0~ ~— -~ ~ = time
Ly tg

Although there are many different intersection structunes
reality, such as signalized, isolated, roundabout and etw.
intersection delay model only studies the vehicle delayhat tFig- 2. Analytical model fortq
signalized intersection with two crossing paths, becausari
simplify the presentation and still show the relation beawe We study the intersection delay with under-saturated traffi
the network properties and the vehicle traffic propertiest Oflow, which means the arrival ratg, is less than the saturated
analysis can be easily extended to more complicated itersdeparture rate;, and we assume that the queue of vehicles
tions, where the vehicle delay distribution is usually mede formed during the red signal cycle can always be cleared
by applying advanced transportation traffic theory or eingir before the next red signal.
traffic flow statistics, which is beyond the scope of this pape Let ¢, and ¢, denote the red and green signal duration

The delayt; can be represented by two parts[23]: the firgespectively. Suppose a vehicle arrives at the intergectio
part, referred to as the moving delay (denoted.a} is the seconds after the red signal turns on, as shown in Figutg 2,
ideal travel time if this vehicle does not meet any traffictcoh of this vehicle is given by:
signal. It is equal to the moving distance at the intersactio
divided by the normal moving speed of the vehicle. The second ¢ = {tr —t+ T;—j, t € [0, ﬁ] (5)
part, referred to as the queuing delay (denoted,asis the 7 o, else
extra delay caused by the traffic signal, including decétema
delay, stopped delay and acceleration delay. Their relatime In Equation 5, ” t’ shows the time it takes to clear the queue
given by: accumulated at the intersection after the red signal starts

by = tm + tg. (3) When the vehicle arrives at the intersection after that tiine
will go through the intersection without delay; if the veleic

1) Calculatingt,,, t, andt;: t,, is related to the vehicle arrives before that time, it waits for the vehicles that qeobu
moving distance and speed on the C-Road covered by the dgtahe intersection to depart, and the delay can be calculate
broadcast. The broadcast node is always on the A-Road, &ydEquation 5.
the broadcast can reach a fixed portion of the C-Road. Givenwe assume the vehicle arrival follows uniform distribution
the length of the C-Road covered by the broadcasRas, which is widely used in traffic flow modeling [24]. The

can be easily computed as probability distribution function (PDF) of, is given by:
tm = R/v (4) 0, 2 <0
; . . 1— —rater -0
wherev is the normal speed of the vehicle moving across th¢; (z) = Prob{t, = =} = (T;%d*”)(““y) g -
intersection. Ta—ra) G Eg) <z <ty
0, T >t

To get the minimunt;, vehicles move through the intersec-
tion at its normal speed without deceleration and stop. Thus
tmin = ¢,.. In reality vehicles rarely keep the normal speeﬂ}
at the intersection because of traffic control signals. Mo
vehicles experience deceleration, acceleration, anch ovtst
in line with full stop [24]. Not all the vehicles experiencefti (z) = Prob{t; = a} = Prob{ty = x —t} = fi,(x —tm)
the same delay when traveling through an intersection. The (7
delay depends on a number of factors such as the traffic flow
density, signal time and the time when the vehicle arrives
at the intersection. Based on an example about 11 vehic
shown in [24], the first eight vehicles reaching the intetisac
come to a complete stop. These vehicles need to stop eithe®nly when the data broadcast cycle tifigat the intersec-
as a consequence of their arrival during the red interval #en is smaller than the minimum vehicle delgyit is possible
during the green interval when the queue of vehicles thi deliver all data in D-Sett to every moving vehicles on the
had formed during the previous red interval has not yet fullg-Road. We define this broadcast cycle time which allows all
dissipated. It is further observed that the following threeehicles to receive all data in D-Set fadl delivery broadcast
vehicles only experience deceleration and acceleratitayde cycle time denoted by7';, and it is given by:
as these vehicles reach the intersection when all preyiousl
gueued vehicles have already started to move and therefore T; <tm=R/v (8)

(6)
Sincet,, can be computed as a constant from Equation 4,
e PDF oft; (f:(t)) can be easily computed by combining
Equation 3, 4 and 6:

es - '
}3. Determining the Broadcast Cycle Time



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

6

Suppose the transmission range of the broadcast is 100aneter
and the C-Road perpendicularly intersects with the A-Road.
Then, the length of the C-Road covered by the broadBast
200m. Assume the normal vehicle speed at the intersection
is 45 miles/hour (20.1 meter/sec). Then,T; is less than 08
9.95sec, i.e. the broadcast node at the intersection has to finish
broadcasting all data in the D-Set in 9.95 seconds.

In Simple DP and Reliable DP, all intersections on the A-
Road and the data center use the same same broadcast cycle
time, which is computed by

Delivery ratio
o
(2}

TDC = min {Tl} (9) 20

i€A—Road ) 40 Intersection

. i i i o Traffic load (r) 14g, broadcast

Thus, the intersection which requires minimum broadcast cycle time

cycle time among all the intersections determines the lwastd

cycle time. However, in DP-IB, different intersections usgig_. 3. An_alyze the relation between the broadcast cycle #md the data
different broadcast cycle time. It is controlled by the locd®Ve' ratio

broadcast node IBer, and can be adaptively adjusted based on

the local vehicle traffic condition. the delivery ratio requirement, for exampleR > 90%, we

can compute the large#t based on Equation 11. THi$ value
C. Relations between Delivery Ratio, Broadcast Cycle Timgoyides the maximum dissemination capacity while keeps th
and Dissemination Capacity delivery ratio equal to 90%. Using the above relations, we
Equation 1 shows that the dissemination capacity is lineean tradeoff these two metrics for the best broadcast girate
to the broadcast cycle time. From the previous secfigrsets based on the requirement of the applications. This figure als
the upper bound for the broadcast cycle time to ensure thte baddresses the second question raised in Sec II-C.1. The figur
delivery ratio, which also bounds the maximum dissemimaticshows the relations among the broadcast cycle time, the data
capacity. By sacrificing some data delivery ratio, we catelivery ratio and the vehicle traffic load. Generally spegk
increasel; and broadcast more data. Next, we study the effesthenT; increase, the data delivery ratio drops. As the vehicle
of T; on the data delivery ratio, and explore the trade-offaffic density increases, vehicles stay longer at the setgion
between dissemination capacity and data delivery ratio.  because they move slower and stop longer. Thus, more data
Given that the PDF oft;, f; (z), can be computed by can be delivered to drive-through vehicles by extending the
Equation 7, the data delivery ratio at the intersection ¢teth broadcast cycle time at the intersection without reduclme t
as DR) can be computed as: data delivery ratio. Also, if the passing through vehiclesyo
o T, receive part of the D-Set, without changing the broadcadecy
DR = fr.(z) dy + fr(z) - L dx (10) time, the dissemination ratio will be higher as the vehicle
Ti 0 T; traffic density increases. This provides guidelines forIBRe
Equation 10 shows that vehicles staying longer thamat the dynamically adapt its broadcast cycle time based on thd loca
intersection (i.e.t; > T;) can receive all the broadcasted datajehicle traffic load at different intersections.
while those staying shorter th@n (i.e., t; < T;) only receive
fp— portion of the broadcasted data. IV. PERFORMANCE EVALUATIONS
By combining Equation 6, 7 and 10, the relation between

DR andT; can be derived as: In this section, we evaluate the performance of the Simple

DP scheme (without using techniques presented in Section

1, T <im [I-B.2), the reliable DP scheme, and the DP-IB scheme. We
tm(("d*'(’j)‘jjt(gi:d)t;f%"dtm) also compare these schemes to the opportunistic disséomnat

DR= rd?tmitrﬂgidﬁ, b T <t 4+t (OD) scheme presented in [11], and the MAC-layer based
(ra—ra)(trtty) T Tre T reliable multi-hop broadcast scheme (UMB) proposed in.[16]

2t (tr+tg) (ra—Ta)+7at2

3T, (ra—ra)(brttg) Ti>tm + 1

(11) : :

In the above equation, the signal lengthand¢, can be A- The Simulation Model
seen as fixed road properties. Parameterrepresents the We developed an ns-2 [25] based simulator to evaluate the
capability of the intersection to disperse vehicle traffibjch proposed schemes. The simulation is based ofb(#®m x
is usually fixed after the road has been constructed. Paeamét0m rectangle area extracted from a real street map of State
r, indicates the dynamic vehicle traffic load at the interggcti College, Pennsylvania. The position of the data center laad t
Therefore, witht, = 30s, t, = 30s, t,,, = 10s, 4 = 30, the D-Zone are shown in Figure 4, represented by the star and
relations amond’;, DR and the local vehicle traffic load arethe crossing rectangle respectively. We choose East @olleg
shown in Figure 3. Avenue, one of the most crowded streets in State College, as

Figure 3 clearly shows that the dissemination capacity atfte A-Road. It runs through the downtown with 25 miles/hour
the data delivery ratio are conflict design goals. If we avegi speed limit. The C-Roads are selected from three majortstree
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that intersect with the East College Avenue. All the three decated at the left end of the A-Road, and disseminates data
Roads have the same speed limit (45 miles/hour). The straking the A-Road towards the right.

layout and speed limit information are translated into & tex sjmple DP and Reliable DP use the same broadcast cy-
format map which meets the specification of Topologicallyie time throughout the A-Road. DP-IB can adapt the IBer
Integrated Geographic Encoding and Referencing (TIGEB)oadcast cycle time based on the local vehicle traffic at
database [26] from U.S. Census Bureau. These text-based fi@p intersection. In our simulation model, the same traffic
data are then transformed into the data format that can B&itern is used in all the C-Roads, and hence we use the same
used by ns-2, based on techniques presented in [27]. In Orfersection broadcast cycle time for all intersections.

CoTegET At the data center, all data in the D-Set are repeatedly
. injected to the A-Road. The data items are sent by the
Sam 3 fa data center one after another with a given time interval. In
o eatank M 2 ' Simple DP and Reliable DP, this time interval is equal to the
Park Hilg SN broadcast cycle time divided by the number of data items to
i) S b be disseminated. In DP-IB, since the frequency required to
@ bt pour data from the data center can be be greatly reduced, it
: B o el " takes much longer time to broad the whole data set at the
fGenniStaic %05 g data center. Thus, the time interval is set as 260 We only
St oy N i G e | consider data items with fixed size of 2500 bits. Each vehicle
# & B sends a beacon message every 0.5 second to report its own
£ o 8 location and speed.
=
*Data Center (OIBer (only in DP-IB) TABLE |
SIMULATION SETUP
Fig. 4. A snapshot of the simulation setup area Parameter Value
Simulation time 500 seconds
to simulate the vehicle traffic on the A-Road, we initially | Simulation area 4500m x 600m
randomly deploy 150 vehicles on the A-Road and let them Communication range 100m
move towards either end of the road. Those vehicles moveNumber of nodes on the A-Roag 150
back and forth with 25 miles/hour during the simulation to \N/””Fbef of nodes on the C-Roads 60
. . ) ehicle velocity 15 - 45 miles per houf
mimic continuous traffic flow along the A-Road. We assume—zi; packet size 5500 bit
the vehicle density on the A-Road is large enough to maintaili Djssemination data set size 10 - 600 data items
network connection, which is possible in urban areas wherg Bandwidth 10Mbps
our data dissemination scheme is designed for. Intersection broadcast cycle timg 5-40s
Beacon interval 2 beacon/second
B)Data T Beacon packet sjze 512 b@t
. Control packet size 512 bit
DP-IB cache replacement policy FIFO

Most experiment parameters are listed in Table I. The
performance of the protocols is measured by the following

Since vehicles move along the A-Road can always receifé® Metrics:
the disseminated data, we are more interested in vehicles on
C-Roads. Among vehicles on the C-Roads, only those close
to the intersections are relevant to data disseminatiamceSi
simulating the movement of vehicles across the intersectio
is more important than the traffic beyond the intersectioa, w
only consider the vehicle traffic on a 600-meter long section
of C-Roads, whose middle point intersects with the A-Road.
We initially deploy 20 nodes at the upper end of each C-Road,
and let them move back and forth between the two ends of the
C-Roads. When the node arrives at the intersection, it stopg-or each measurement, 30 simulation runs are used and a
for a random amount of time with the distribution given bylifferent seed value is used for each simulation run. For the
Equation 6 before moving again. When the node arrives at ttiata delivery ratio, the mean value of the measured data is
other end of the road section, it pauses for a time period, aobtained by collecting a large number of samples such that
moves back. Each vehicle on C-Roads randomly picks a valilee confidence interval is reasonably small. In most cabes, t
between 15 to 45 (miles/hour) as its moving speed. Figured5 percent confidence interval for the measured data is less
shows a snapshot of the simulation area. The data centethian 10 percent of the sample mean.

Fig. 5. A snapshot of the simulation setup area

Data delivery ratio:For each vehicle, the data delivery ra-
tio is the total number of nonidentical data items received
divided by the total number of data items disseminated.
« Network traffic overheadThe number of bits generated
per second, which is a summation of individual packet-
hops. For instance, if a packet of 1000 bits is forwarded
10 hops, the network traffic overhead is counted as 10K
bit-hops.
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- - - - has more dissemination capacity than the reliable DP scheme
I When the D-Set size is more than 360, the IBer in the DP-IB

) scheme may not be able to finish broadcasting the whole data
set within its broadcast cycle time, and the data delivetip ra

- decreases.

2) Revisiting the relations between delivery ratio, broastc

8 cycle time and dissemination capacitifigure 6 only shows

the results under a fixed broadcast cycle time (10 seconds).
To further examine the relations among the broadcast cycle
T;, the data delivery ratio and the dissemination capacity, we

©
(=]

0.8

0.6

0.4

0.2 A
Simple DP —+— B e N N
Reliable DP --->--
ol DPIB--©- ]

Average delivery ratio per vehicle

umB -0 present more results in Figure 7 when the D-Set size and
' ' ' ' ' the broadcast cycle time change. Figure 7 shows additional
0 100 200 300 400 500 600 . . . . .
Dissemination data set size relations not shown in Figure 3 which does not consider the
Fig. 6. Comparison of the data delivery ratio (with the bt cycle of network bandwidth |Imlt. In Flgure 3, W_e assum.e the whole
10s) D-Set can be transmitted. If vehicles fail to receive theadat

it is because the broadcast cycle time is too long and the
. ) vehicles passes the intersection before one cycle finishest(
B. Simulation Results intersection stay). However, data may not be deliverediuseca
1) The relation between delivery ratio and disseminatioiine D-Set set is too large. That is, the network is saturated a
capacity: Figure 6 shows the relation between delivery ratioannot accommodate all the disseminated data.
and the amount of data to be disseminated (disseminatiorFigure 7 studies the packet loss caused by both factors:
capacity) for the five schemes. When only a small amount sfiort intersection stay and network saturation, under dinges
data items are disseminated (e.g. 10 data items in Figure Whicle traffic load. In Figure 7, the 3D surface in each figure
there are plenty of bandwidth available and the data dgliveran be divided into four regions, based on the factors cgusin
ratio of all schemes are close to 100%. Among them, thiee packet loss. As shown in Figure 7(a), in Region 1, there is
OD scheme has slightly higher delivery ratio than otherap packet loss because of the above factors, and the delivery
because OD explores every possible path to propagate thgo is close to 100%. In this region, the broadcast cyoheti
data. However, the delivery ratio of OD becomes much lowér smaller than 10 seconds. Then, there is no packet losodue t
than DP and DP-IB when more data items (above 50) ashort intersection stay since even the fastest vehiclestake
disseminated. As discussed in the introduction, the ODreeheseconds to move across the intersection. Also, the D-Seisiz
generates too much redundant network traffic, which may leanhall, and the network is not saturated. In Region 2, the only
to severe congestion and significantly reduce the dataedglivfactor for packet loss is network saturation, since the D-Se
ratio. When the D-Set size is above 50, there is a significazannot be delivered within 10 seconds. There is no packst los
increase of data losses in the Simple DP scheme, and its ddua to short intersection stay as the broadcast cycle tirstdlis
delivery ratio drops dramatically. Therefore, the disgstion less than 10 seconds. In Region 3, the packet loss is due to
capacity of the Simple DP scheme will be very low to maintaishort intersection stay, since the broadcast cycle timenigdr
a good data delivery ratio. than 10 seconds, and some vehicles may pass the intersection
UMB, Reliable DP and DP-IB have very high data deliveryvithout getting the data. There is no packet loss due to nétwo
ratio when the data set size is below 150. When more data aeguration, because the D-Set can be sent within the given
to be disseminated, the delivery ratio of the UMB scheme aibdoadcast cycle time. Thus, within this region, the D-Seé si
the reliable DP scheme drops quickly, while the DP-IB schentan be increased without affecting the data delivery ratio.
keeps the same data delivery ratio. The data delivery rdtio Region 4, the D-Set size exceeds the network capacity and the
UMB drops sharply because the packets in a disseminatioroadcast cycle time is longer than 10 seconds, so paclkets ar
data flow interfere with each other. As the channel usagmest for both factors.
increases, the interference problem becomes worse, padinFigure 7 (b) and (c) can also be divided to four regions
to severe packet loss. Although UMB can effectively improvesing the same criteria, but the areas of the same region are
the reliability of multi-hop broadcast, this MAC layer appich  different in these three schemes. The areas of Region 1 and
cannot address network congestion. The low delivery rdtio Begion 3 in DP-IB are much larger and flatter than the other
Reliable DP is not because of packet loss, since the packehemes. It means that DP-IB can always disseminate the
can still be reliably transmitted. Thus, the delivery ratib largest amount of data without reaching network saturation
Reliable DP drops gracefully compared to UMB. However, the Simple DP, there is no mechanism to reduce the collision,
reliable DP scheme reaches the saturate status when the DsBethe bandwidth utilization is very low. Therefore, theamre
size reaches 150. When more data need to be disseminatédts Region 2 and Region 4 are very large while the areas of
reliable DP cannot finish broadcasting the whole data s&t Region 1 and Region 3 are quite small. In most cases,
within one cycle. As a result, some vehicles move acroise network is saturated and less data can be successfully
the intersection, without receiving all the data. DP-IB catransmitted without collision or being dropped.
broadcast data with higher throughput, and will not reaeh th Overall, given any required data delivery ratio, DP-IB can
saturate state until 360 data items are broadcasted. Thuslways disseminate the largest amount of data when a proper
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Fig. 7. Relations among cycle time, data set size and dglikagio

broadcast cycle time is chosen. Reliable DP can disseminate
less data than DP-IB, but still far more than the Simple DP
scheme under any data delivery ratio requirement.
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Bit error rate

version of a data item generated at the data center to the time
when the first vehicle receives it at the specific intersectio
As shown in the figure, UMB has the lowest delay since it

3) The effects of bit error rateFigure 8 compares the fourd0€s not block the data flow, and does not use any timers.
schemes with different transmission bit error rate when 5g€ Simple DP scheme does not use any reliable transmission
data items are disseminated. The simple DP scheme is ba@&ghanism, but the delay is still longer than UMB, because
on simple broadcast, so the data delivery ratio quickly grogome new data items fails to reach the intersection in the firs
when the error rate increases. The data delivery ratio of tR¥Cle after being generated. When it is delivered in the séco
reliable DP scheme only drops slightly when the error rafy/cle, the delay is increased by one cycle time (10 seconds).
increases, which verifies the effectiveness of the relighigi- 1ne reliable DP scheme has higher delay since it blocks the
hop broadcast. The OD scheme can also keep a good deIiv@_W _untll the ACK is received for_the previous packet, and
ratio due to its opportunistic nature. Among the four, DPidB this increases the packet forwarding latency. DP-IB has the

the most resilient to bit errors. Since the data are buffatede Nighest delay due to the following reason. After a new data
intersection, the impact of bit error on multi-hop transsive  1t€M has been generated, it needs to be uploaded to the IBer,

is minimized. and the upload only starts after the IBer finishes its brostdca
4) Dissemination distanceFigure 9 shows the data deliv-cycle. Hence, the_ new data item needs to wait f_or_ half of the
ery ratio of the three DP schemes when the data are deliveRfgadcast cycle time on average before transmitting tha dat
to vehicles far away from the data center. The D-Set sije the I1Ber. However, the delay is at the level of seconds and
is 100. As can be seen, the delivery ratios of both Reliad®!y happen when the accessed data item is updated. Most of
DP and DP-IB are not affected by the dissemination distandiéne, this delay does not exist. Thus, this disseminatidayde
This also verifies the effectiveness of the reliable mutgph Should not be a big issue compared to other factors such as
broadcast scheme in handling transmission errors. On tree otdiSsemination capacity and data delivery ratio.
hand, the delivery ratio of the Simple DP scheme drops quickl 6) Network traffic overheadFigure 11 compares the over-
as the distance increases, because packet loss occurgyat eale network traffic overhead generated by the five schemes
hop and not much data left after a long-distance pouring. when the D-Set size increases. The simple DP scheme gen-
5) Dissemination delay:Figure 10 shows the delay oferates the least amount of traffic, since it simply broadcast
delivering a new data item to vehicles at three intersestiothe data, without adding any control message. Further, many
using the UMB scheme and the three DP schemes. The data packets are dropped before going too far on the A-Road.
Set size is set to 50. The delay is computed from a nélhis can be reflected by the low data delivery ratio shown in

Fig. 8. Impact of the transmission bit error rate
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The OD scheme has the highest traffic overhead since
vehicles keep sending data to each other. The traffic overh&¥: 1%
of the reliable DP scheme is also pretty high, because many
control messages are generated for each data packet tr%\(‘/?)Tdance used by DP-IB. In the figure, all schemes generate

mission and it introduces many retransmissions to improyﬁe same amount of beacon messaaes excent UMB. As can be
the reliability. DP-IB generates much less traffic compaied 9 b '

. . . -~ seen, all schemes have very small amount of control packets
Reliable DP, since DP-IB delivers data to end nodes by Smg\’j\/%en the network traffic Ioa{i is low (e.g. to dissemingte 10

hop broadcast from the IBers, instead of reliable multi-ho “ta items). When the network traffic load increases (e.g. to
broadcast from the data center. As a result, the data cenj) ’ 9-

er . . .
X ISseminate 100 data items), the portion of control packets

broadcasts data at a much lower rate, which greatly redu%es o .
the network traffic overhead ecomes significant for the rellaple DP (R-DP) scheme. Qn
' the other hand, the control traffic of the DP-IB scheme is
not very high, because the data center can slow down the

rate of pushing data to the intersections. For the OD scheme,

Detailed comparison of the network traffic

5000

T T
Simple DP —+—

Reliable DP ---¢-- . . .
4000 o DE’,\-/:E . PR | although it does not have control traffic overhead, its data
i OD b, a — @ packet overhead is much higher. As explained earlier, the
e e gt simple DP scheme drops many packets, and hence the traffic

L A m H
3000 ; ; overhead is lower than others.

2000

V. CONCLUSIONS ANDFUTURE WORK

Vehicular ad hoc networks (VANET) have been envisioned
to provide increased convenience and efficiency to drivars o
the road. To realize this vision, we proposed a data pouring

1000 |/

Traffic generated per second (k bit-hop)

Ly 100 200 300 400 500 600 and buffering paradigm to address the data disseminatimmn pr
Dissemination data set size lem in VANET. In Data Pouring (DP), data are periodically
Fig. 11. Comparison of the network traffic broadcasted to vehicles on the road. In DP-IB, data poured

from the data center are buffered and rebroadcasted at the

These five schemes generate more network traffic whiatersections. Simulation results show that the proposed D
the D-Set size increases at the beginning. After the chanfiglscheme can significantly improve the data delivery ratio
saturates, the disseminated data may be dropped and tiie trahd reduce the network traffic. Further, we provide anadytic
only slightly grows or even keeps constant when the numb@odels to explore the dissemination capacity of the proghose
of the dissemination data increases. Figure 11 shows tlsahemes. The analytical models also provide guidelines on
the network traffic of the Reliable DP scheme keeps almashoosing the system parameters to maximize the disseminati
constant and DP-IB only slightly grows when they dissengnatapacity under different data delivery ratio requirements
more data than their dissemination capacity, which is 150 an To the best of our knowledge, this is the first paper to
360 data items respectively. Figure 11 also shows that wieen study dissemination capacity in VANET. The DP-IB scheme
channel saturates, DP-IB disseminates more data tharbRelias proposed as a general solution for maximizing the dissem-
DP but still generates less traffic, which verifies that DP-IBation capacity, where different broadcast cycle timessdi
can improve the bandwidth utilization. at the data center and different intersections. As statemliin

Figure 12 shows the distribution of the network traffic. Theystem model, the DP scheme is designed for environments
control packet includes the beacon packets used by all hemhere the vehicle density is reasonably high to maintain
except UMB, RTS/CTS handshake used by reliable DP andnnection. Since the DP scheme is only used to deliver
DP-IB, and the control packets for the intersection combdent the data from the data center to the intersection, it can be
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